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Chairman Graham, Ranking Member Feinstein, and Members of the Committee, thank you for 

the opportunity to provide additional testimony for the record. Please find my answers to your 

questions. For ease of reading, the answers to the questions are organized by the respective 

committee member.  

 
Questions for the Record from Sen. Lindsey Graham (R-SC) 

 
Sen. Graham: What are the specific areas of the CCPA that could have a negative impact on 
competition and innovation?  What areas of the CCPA need more clarity, improvement, or re-
moval? 
 
Layton:  
The CCPA and any kind of privacy legislation will need to overcome the following issues 

1. Violation of free speech as described in Sorrell v. IMS Health Inc., 564 U.S. 552 (2011). 
2. The Dormant Commerce Clause 
3. Standing to sue Spokeo, Inc. v. Robins, 578 U.S. ___ (2016) 

 
Following are the specific problems with the CCPA. These are also detailed in other testimo-
nies.1 

• Personal information is defined too broadly. A good definition of personal information 
should be narrow and limited to specific discrete categories of personal information and 
should explicitly exclude de-identified and aggregated data 

• The CCPA defines “sale” expansively, covering many commonplace practices that busi-
nesses rely on to provide goods and services to consumers.  More generally, there are 
millions of nonprofit services not engaged in sales at all, but rather downloads of white 
papers, sign-ups for events, and so on. These activities should not be construed as 
“sales.” 

• There is a prohibition on differing service based on consumer privacy choices. This is 
likely a regulatory takings. In practice, this language would greatly limit the ability of 
companies to monetize free services, which would have a disproportionate impact on 
startups and nonprofit organizations 

• There are privacy and security problems with CCPA’s right to access and delete that cre-
ate opportunities for fraud or needless requirements for additional data collection. 

• The private right of action creates uncertainty for startups. No matter how thorough a 
company’s data security practice safe, determining whether they were legally “reasona-
ble” is not amenable to early adjudication in a lawsuit. 

• The CCPA’s small business exemption fails to capture startups. 

• The design and procedure of the opt-out function does not sync with startups practices. 

• The CCPA imposes significant compliance burdens for the diverse business models rep-
resented in California’s startup ecosystem. 
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• In total, the sheer length and complexity of the CCPA is daunting, even for certified pri-
vacy professionals. 

• The CCPA was hastily prepared to avoid review as a ballot measure.  

A leading Santa Clara University law professor and more than 40 California based privacy 

professionals and lawyers attest to the hasty, sloppy process to make the law.2  The view 

that the CCPA was hastily pasted together is also the Senate testimony of Evan Engstrom, 

executive director of Engine Advocacy and Research Foundation in San Francisco. He noted 

to the Senate Commerce Committee:  

 

While CCPA’s objectives are laudable, the process leading to its passage was not. Alt-

hough the ballot initiative’s authors clearly spent considerable time on their proposal, 

the legislature spent less than a week translating the initiative’s general ideas into actual 

bill text. As a result, California legislators were unable to fully evaluate the bill, its im-

pact on California’s startup community, or its actual value to consumers. This rushed 

process resulted in a well-intentioned law that is full of typos, contradictions, security 

loopholes, and vague obligations.3 

Pam Dixon of the World Privacy Forum who has studied privacy for more than 25 years noted 
that the CCPA reflects essentially the preference of a single privacy advocate and did not take 
into account the multi-stakeholder process.4 

Congress should scrap the CCPA. It is a European control-based regime that is not appropriate 
for the dynamic American system. The US should reboot its efforts with a trust-based system.  

 
Questions from Sen. Charles Grassley (R-IA)  
 
Sen. Grassley: Please briefly explain the importance of transparency and ensuring that consum-

ers can make informed decisions about the information they share. 

 

Layton: The foundations of a market economy include good information, which allows actors to 

make informed decision. Much of the premise of regulation is to compel disclosure to reduce 

the problem of informational asymmetry, in which one actor has information that the other 

does not. As such, enforcing transparency provisions (or violations or deceptions) thereof may 

be the single most important part of any privacy legislation. Indeed, the Federal Trade Commis-

sion is already empowered with this capability.   

 

Sen. Grassley: Often times, comprehensive regulations end up just benefiting the large, en-

trenched entities that have teams of lawyers to ensure compliance. Should small businesses be 

treated differently in any federal data privacy framework? And if so, how? 
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Layton: It is absolutely the case the regulation has benefited the large, entrenched entities to 

the detriment of innovators.5 My testimony details the perverse outcomes of the GDPR, helping 

big business and hurting small business. Moreover, most privacy legislation proposals have 

been designed with giant firms in mind, making it inappropriate for small- and medium-sized 

enterprises. The solution for a common framework is to pursue as trust-based approach with 

standards. 

 

Sen. Grassley: If Congress enacts federal data privacy legislation, how do we ensure that com-

panies are still incentivized to innovate in their privacy and data protections, rather than just 

“check the box” of regulatory compliance? 

 

Layton: Congress should ensure safe harbors for entities to develop and test privacy-enhancing 

innovation and to protect law-abiding firms that are doing right by their customers. Congress 

can also explore incentives for privacy enhancing innovation, which I describe on page 11 of my 

testimony.6 

  

Sen. Grassley: How do we best craft a federal data privacy law that keeps pace with our ever-

evolving tech and data landscape? And can we do that without giving unfettered discretion to 

the regulators? 

 
Layton: Multistakeholder governance and soft law are the best solutions to these two chal-
lenges. Consider how the Organization for Cooperation and Economic Development has devel-
oped standard for artificial intelligence.7 See further Hagemann, Ryan and Skees, Jennifer and 
Thierer, Adam D., Soft Law for Hard Problems: The Governance of Emerging Technologies in an 
Uncertain Future (February 5, 2018). Forthcoming - Colorado Technology Law Journal . Availa-
ble at SSRN: https://ssrn.com/abstract=3118539  
 
 
Questions From Sen. Mazie Hirono (D-HI) 

 
Sen. Hirono: In your written testimony, you claim that “[i]f the GDPR were adopted in the U.S., 
it would likely violate the First Amendment, as the requirements for data processing are so on-
erous that they would be found to limit expression.”  

Please explain what you mean by this. 

Layton: The data of websites—their words, pictures, and codes—are speech. The First Amend-
ment clearly states, “Congress shall make no law . . . abridging the freedom of speech, or of the 
press.”  If the government adopts so many regulations for operating websites that it leads to 
the shuttering of websites, or the lessening of websites, then the regulation can be construed 
as abridging the freedom of speech. The case has already been exemplified with the more than 

https://ssrn.com/abstract=3118539
https://ssrn.com/abstract=3118539
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1,000 US news outlets that no longer serve the EU because of the cost and complexity of the 
GDPR.8 

Here the case of Miami Herald Publishing Co. v. Tornillo, 418 U.S. 241 (1974) is instructive. The 
Supreme Court overturned a Florida state law requiring newspapers to allow equal space in 
their newspapers to political candidates in the case of a political editorial or endorsement con-
tent. In effect the state law was making the operation of newspaper so expensive that it 
abridged speech; the newspaper had to buy extra ink and paper to comply with the law. It is 
not so different when compelling a company to hire the services of a web design firm, to pur-
chase software, or to hire an employee with specialized experience. All of these serve to in-
crease the cost of operation to fulfill a government requirement. The costs are so onerous such 
that the newspaper must reduce content or go out of business to comply, hence this shows the 
abridgement of speech. The court held that while the statute does not “prevent [newspapers] 
from saying anything [they] wish,” it “exacts a penalty on content.’ Because newspapers are 
economically finite enterprises, “editors may conclude that the safe course is to avoid contro-
versy,” thereby chilling speech.  

Jane Bambauer observes:  

When the scope of First Amendment coverage is ambiguous, courts should ana-
lyze the government’s motive for regulating. Second, it highlights and strength-
ens the strands of First Amendment theory that protect the right to create 
knowledge. Whenever the state regulates in order to interfere with the creation 
of knowledge, that regulation should draw First Amendment scrutiny. In combi-
nation, these claims show clearly why data must receive First Amendment pro-
tection. When the collection or distribution of data troubles law-makers, it does 
so because data has the potential to inform and to inspire new opinions. Data 
privacy laws regulate minds, not technology. Thus, for all practical purposes, and 
in every context relevant to privacy debates, data is speech.9  

Similarly, the CCPA appears to compel speech both in requiring a firm to have an 800 number 
and to post it in a conspicuous place on the home page in addition to other CCPA information.  

Sen. Hirono: Do you have the same concern about the California Consumer Privacy Act? 

Layton: Yes. 

Sen. Hirono: In your written testimony, you called for greater privacy education for consumers. 
Right now, users are largely left to their own devices to wade through lengthy privacy policies 
that are often written in dense, legal language. A 2008 study found that it would take the aver-
age American 76 days to read the privacy policies of the websites they visit.  
 
How do you think this problem can be improved? What types of privacy education do you have 
in mind? 
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Layton: I support the effort to make privacy policies shorter, clearer, and more customer cen-
tric. Even with improved policies, there is still a role for consumers to be educated. I discuss this 
on p. 12 in a testimony I gave.10  

Questions from Sen. Ben Sasse (R-NE) 
 
Sen. Sasse: Aside from situations in which compliance costs lead to higher product prices and 
foregone spending on research and development, in what ways is CCPA affecting Americans 
outside of California? 

 
Layton: Additional impacts were described in a recent Senate hearing,11 including reduced ef-
fectiveness of online products and services (for example, homeowners suffering reduced capa-
bility to property estimate the value and price for a home sale).  
 
Sen. Sasse: Which types of sites, apps, and platforms are able to provide different user experi-
ences between California and the rest of the country in a manner that is technologically feasible 
and cost-effective? Which are not? 
 
Layton: Google has the best ability to tailor its experience individually to each individual user; 
indeed, this may well be its competitive differentiator—its combination of human and machine 
learning to make each search inquiry relevant for the user. Facebook and Amazon also engage 
in personalization. This capability requires the deployment of a sophisticated set of web ana-
lytic, behavioral, multivariate, and other tools.  The platforms have many proprietary tools to 
do this.  Competing platforms may license tools from individual web analytics providers.  Ironi-
cally those tools that could enable customization and differentiate based on location are being 
hammered by the General Data Protection Regulation (GDPR).  This is precisely what is going on 
when describing how and why the GDPR has benefited Google, Facebook, and Amazon, which 
have their own proprietary tracking tools, but the competing ad tech tools have been kicked off 
content websites.12  
 
Sen. Sasse: What is a principles way we can think about the possibility of federal preemption in 
the data privacy context? When is not appropriate to let states regulate as they wish, even if we 
disagree with their policy choices? In what situations should we be comfortable with letting one 
state drive nationwide policy as a practical matter? 

 
Layton: California’s imposition of privacy rules for the internet, a service that transcends state 
boundaries, triggers constitutional concerns for interstate commerce and supremacy.  Notably 
Article I of the Constitution regulates commerce among the states. It also notes that no prefer-
ence should be given to any state’s regulation and that all state laws are subject to revision and 
control of Congress. The purpose of these rules was to maintain the single national market of 
the United States, and it turned out to be essential for the US to commercialize the internet.  

 

file:///C:/Users/Roslyn%20Layton/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/B8ZTW24U/in
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It could be appropriate for California to regulate privacy if it could certify that the particular in-
ternet communication both originated and terminated within the state, but this would likely re-
quire California authorities to engage in deep-packet inspection.  
 
Sen. Sasse: To what extent has GDPR deprived European users from accessing particular types 
of content on the internet?  
 
Layton: The most impacted content has been news. The number of news outlets has been dras-
tically reduced. See my response to Sen. Hirono. 
 
Sen. Sasse: Which aspects of GDPR, CCPA, and proposed aspects of potential federal legislation 
most worry you in terms of protecting incumbents in particular markets and creating major bar-
riers to entry for new firms? 
 
Layton: See next question. 
 
Sen. Sasse: Which aspects of GDPR, CCPA, and proposed aspects of potential federal legislation 
most worry you in terms of harming innovation? How much should we worry about regulation 
hampering innovation in the West and giving China a competitive advantage in the develop-
ment of new technology such as artificial intelligence? 
 
Layton: Please see the response to Chairman Graham. 
 
China is already ahead for many reasons. Notably, we have lost a decade fighting over internet 
regulation, being distracted by elitist issues. China has selected national champions and blocks 
US competitors.  Please see my testimony to the Senate Commerce Committee on Internet 
Governance directly addressing this issue.13 
 
Sen. Sasse: In terms of the different proposals for giving the Federal Trade Commission new 
rulemaking authority, how should we think about balancing between ensuring flexibility to 
adapt a regulatory framework to fit emerging technologies and avoiding delegation of what 
should be lawmaking authority properly exercised by Congress to a “fourth branch” of govern-
ment? 
 
Layton: It is correct that we should be wary of overreach by administrative agencies. The men-
tion of the “fourth branch” describes how a class of unelected bureaucrats exert an outsized 
influences on the lives of Americans and the economy. Indeed the FTC itself was censured for 
exceeding its statutory authority and was branded the national nanny. Notably the FTC was 
then required by operate by Magnuson-Moss rulemaking which imposes a significantly higher 
bar than the Administrative Procedure Act.  As we saw with the 2015 FCC’s foray into online pri-
vacy rules, an agency can invent privacy rules without any record of harm to achieved advo-
cates preferred social or policy outcomes.14 
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does not discount knowledge of FTC. Very narrowly tailored. Worthy to ask FTC for more infor-
mation before giving them rulemaking capability. 
 
Sen. Sasse: Do you foresee any situations in which data portability requirements actually en-
hance some firms’ abilities to build more data-rich profiles of individual users? 
 
Layton: The value of data portability is overestimated as a policy instrument for innovation. It is 
highly unlikely to expect data portability to create a knock-off search engine or social network. 
Innovators and investors are looking for solutions that are better and different. Some academic 
background is in order.  One should not conflate “number portability” with data portability; the 
former respects a specific, identical service. The efficacy of data portability depend on whether 
services are substitutes or complements.15 Moreover platforms such as search engines, social 
networks, and marketplaces have different kind of dynamics, e.g. the degree to which a new 
user creates a network effects and economies of scale.  For example, users on search engines 
don’t engage with each other as they do on social networks.  Data ported from a marketplace 
does not necessarily map to a social network. 
 
Sen. Sasse: Do you foresee any situations in which opt-in requirements actually increase the 
amount and types of data that firms collect from individual users? 
 
Layton: Yes, this has been the experience of Do Not Track.16 

 
Sen. Sasse: To what extent do you think privacy policies and user agreements are drafted delib-
erately to dissuade users from closely reading them? 
 
Layton: While one can imagine such a motivation and outcome, for most startups they use pri-
vacy policies that are templates or purchase software systems that offer compliance to leading 
regimes. Ideally the proper framework will allow platforms to engage meaningfully with users 
about the tradeoffs of securing data.  
 
Questions from Sen. Cory Booker (D-NJ) 
 

Sen. Booker: Marginalized communities, and specifically communities of color, face a dispro-
portionate degree of surveillance and privacy abuses. This has been the case since the Lan-
tern Laws in eighteenth-century New York City (requiring African Americans to carry candle 
lanterns with them if they walked unaccompanied in the city after sunset) up through the 
stop-and-frisk initiatives of more recent years. 
 
There are echoes of this tradition today in the digital realm as marginalized communities suf-
fer real harm from digital discrimination.  For example, in recent years we have seen many 
instances of housing discrimination and digital redlining, employment discrimination through 
digital profiling and targeted advertising, exploitation of low tech literacy through misleading 
notice and choice practices, discriminatory government surveillance and policing practices, 
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and voter suppression and misinformation targeting African Americans and other minorities. 
 
I am concerned that—rather than eliminating the bias from our society—data collection, ma-
chine learning, and data sharing may actually augment many of the kinds of abuses we fought 
so hard to eliminate in the Civil Rights Movement. We need privacy legislation that is centered 
around civil rights. 
 
In your view, is a private right of action critical to protecting the civil rights of individu-
als affected by data collection and disclosure practices? 

 
Layton: The statement above suggests that people are subject to abuse because of be-
ing economically disadvantaged. If that is the case, then the answer is to improve peo-
ple’s economic situation through enterprise. Some have observed that the residents of 
New Jersey face systematic discrimination by the state government abridging individu-
als’ rights and freedoms, and this has worsened in the past decade.17  Indeed Newark is 
the third most needy city in the USA as measured by poverty, food insecurity, and 
homelessness.18 These indicators suggest reasons why marginalized communities per-
sist in New Jersey, notably because of rent control and similar regulation making land 
use inefficient. The state’s wage controls discourage hiring, a regulation which falls 
hardest on the poor and minorities. Similarly, the inputs for running a home or busi-
ness are unnaturally expensive because of state regulation whether electricity, tele-
communications, occupational licensing, insurance, etc. It is notable that many resi-
dents of New Jersey (ranked 47th for economic freedom) are fleeing to Florida, the 
leading state for economic freedom.19  While better weather is one reason, the high 
cost of living and the lack of jobs account for more of the migration.  
 
If anything, the policy should promote firms to use data. Indeed, the trouble with to-
day’s economy is not that there is too much use of data, but too little. A lack of “infor-
mation intensity” is holding back the so-called other 70 percent of American economy, 
sectors such as transportation and health care, the latter of which consumes almost 
one-fifth of gross domestic product.20 Outside of certain applications, the traditional 
healthcare industry is woefully inefficient; digital industries are 8 times more produc-
tive and innovative. If the US does not innovate these other sectors, other nations will 
beat us to it. China is already on track with an “Internet Plus” policy which supports the 
digitization of industries, including healthcare and government.21  
 
A private right of action does not necessarily protect people. It has been well-documented how 
the litigation industry disproportionately rewards lawyers and litigation financiers over consum-
ers.22  However, consumer education to address what the question describes as “low-tech liter-
acy” could be helpful. See page 12 of my testimony to the Federal Trade Commission (FTC) in 
which I describe how the FTC’s existing privacy education resources can be leveraged, examples 
of curricula, and education distribution models.23  The testimony highlights the scholarship of 
New Jersey’s Seton Hall University to “train the trainer” on teaching privacy. 
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Sen. Booker: How easy is it for seemingly non-sensitive information like a ZIP Code to become 
a proxy for protected class or other sensitive information?  How can that information be used 
to discriminate? 
 
Layton: The FTC has made a detailed report on this issue.24  There are a formidable set of laws 

already that protect against harmful discrimination, notably the Fair Credit Reporting Act and 

Equal Opportunity Laws. Indeed, there is a risk that regulation that reduces the amount of in-

formation for decision-making could create worse outcomes by increasing prices across the 

board to compensate for inaccuracies. This adverse outcome was found in a study of home 

loans in the San Francisco Bay Area in which counties that had the strictest privacy settings 

ended up paying more for mortgages and defaulting at a higher rate because the banks could 

not accurately match the applicant to the appropriate loan.25 

 

Rather than restrict firms in their ability to use data, policy should encourage firms to improve 

the accuracy of their tools. Policy could also support improving the readability of disclosures on 

business practices and consumer education about how online platforms work (discussed in an-

other QFR), so that consumers can make better decisions about the online platforms they use.  

 

Importantly, the FTC report notes the importance of harnessing data practices for the better-

ment of the disadvantaged. 

 

Businesses have strong incentives to seek accurate information about consumers, what-

ever the tool. Indeed, businesses use big data specifically to increase accuracy. Our com-

petition expertise tells us that if one company draws incorrect conclusions and misses 

opportunities, competitors with better analysis will strive to fill the gap. . . . Therefore, 

to the extent that companies today misunderstand members of low-income, disadvan-

taged, or vulnerable populations, big data analytics combined with a competitive market 

may well resolve these misunderstandings rather than perpetuate them. In particular, a 

company’s failure to communicate premium offers to eligible consumers presents a 

prime business opportunity for a competitor with a better algorithm. To understand the 

benefits and risks of tools like big data analytics, we must also consider the powerful 

forces of economics and free-market competition. If we give undue credence to hypo-

thetical harms, we risk distracting ourselves from genuine harms and discouraging the 

development of the very tools that promise new benefits to low income, disadvantaged, 

and vulnerable individuals.26 
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Improving the FTC’s enforcement capabilities overall, notably with removing common carrier 

and nonprofit exemptions, increasing the FTC’s budget and headcount for online privacy inves-

tigations and enforcement, and allowing the FTC to levy civil penalties, would be helpful in this 

regard. 

 
Sen. Booker: Significant amounts of data about us are gathered by companies most people 
have never heard of.  Do we need a registry of data brokers, similar to what Vermont es-
tablished last year? 
 
Layton: No. 
 

Sen. Booker: The tech journalist Kashmir Hill recently wrote a widely circulated article on her ef-
forts to leave behind the “big five” tech companies—Facebook, Google, Apple, Microsoft, and 
Amazon. Using a VPN, she blocked all of the IP addresses associated with each company and 
then chronicled how her life changed. She experimented first by blocking individual companies, 
and then, at the end of the series, she blocked all five at once. Ms. Hill found that—to varying 
degrees—she could not get away. Repeatedly, her efforts to intentionally block one company 
created unpredictable ripple effects for engaging with other, seemingly unrelated, companies 
and services. Ms. Hill’s article spoke to how pervasive these companies are and how much data 
they capture about us when we’re not even (knowingly) using their services.27  

 
How would you respond to the following argument? “If people are uncomfortable with the 
data practices of certain tech companies, they simply shouldn’t use their services.” 

 
Layton: Hill’s article describes the many benefits and improved efficiencies consumers have 
realized as a result of online products and services, benefits consumers have received largely 
through declining costs.  Indeed, Hill’s experience intimates how much one would need to 
spend to purchase physical books, magazine and newspaper subscriptions, and vinyl records 
if there were not advertising-supported digital alternatives; the downsides of maintaining a 
paper address book over an online database; the limits of the plain old telephone network 
versus a modern smartphone, and so forth. Indeed Facebook alone is estimated to offer at 
least $48 of value which consumers would otherwise have to spend out of pocket. Indeed Hill 
described her life without Google, Facebook, Amazon, Apple, and Microsoft as “hell.”    

 
In point of fact, many people do not use the services of the Big Five. Remarkably, 20 percent 
of the American population does not use the internet primarlily because they do not believe 
the Internet to be valuable. However internet policy has long described the importance to 
connect the unconnected,28 which ostensibly will allow them to enjoy the  services of the Big 
Five. Indeed, connecting everyone to the internet, regardless of an individual’s preference to 
do so, is a pillar of the Democratic Party.29 
 
In any event, the facts show that users quit and switch services frequently.  Hill Holliday’s survey 

of Generation Z (those born since 1994) shows that so-called digital natives, who are estimated 
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to comprise 40 percent of US consumers by 2020 and of whom more than 90 percent use social 

media platforms, found that more than one-half had switched off social media for extended 

periods and one-third had canceled their social media accounts.30 Users cited time wasting as the 

reason for quitting twice as often as a concern about privacy. While service providers do not like 

the high rates of churn on their platforms,31 they are indicative of a competitive market in which 

consumers find it easy to leave and try other platforms with different features. 

 
Sen. Booker: What does providing consent mean in a world where it’s extremely difficult to 
avoid certain companies? 

 
Layton: At least 20 percent of the US population is not online and therefore “avoids” certain 
companies.  It is not consent that is necessarily the problem, but rather enforcement against 
violation of deceptive practices. These are issues that the FTC already has authority and capa-
bility to address with existing laws today. 
 
Sen. Booker: Given that California has enacted its own privacy legislation that will take effect 
next year, much of the discussion at the hearing centered on how a federal data privacy law 
will affect state-level efforts to regulate in the same space. However, most of our existing 
privacy statutes do not include provisions to overrule stricter protections under state law.32   

These preemption provisions are the exception rather than the rule and became more preva-
lent starting in the 1990s in statutes like the Children’s Online Privacy Protection Act of 1998, 
the CAN-SPAM Act of 2003, and the 1996 and 2003 updates to the Fair Credit Reporting Act. 
 
In your view, should a federal data privacy law preempt state data privacy laws? Why? 
 
In your view, should a federal data privacy law implement the requirements of the California 
Consumer Privacy Act as a floor? If not, please explain the most significant change you would 
suggest. 
 
Layton:  
The internet transcends state boundaries, and state level privacy laws frustrate the single na-
tional market our Constitution sought to create. State level internet privacy laws likely violate 
interstate commerce. Leading California privacy lawyers described the California Consumer Pri-
vacy Act (CCPA) as a hodge podge of provisions pasted together in a week and not justified to 
be adopted nationwide. Thankfully the federal government exists to protect citizens from the 
vicissitudes of zealous state actors. Therefore, it is necessary and proper that federal law 
preempts state law. 
 
It is telling that the agencies of California government both at the state and local level have not 
voluntarily adopted the CCPA, which they tout as some magical, blissful standard.  If their hope 
is to condition consumers to the California standard, there is no reason why the state govern-
ment should not meet the same expectation demanded of companies, nonprofits, and other 
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institutions.  Government collects significant personal and sensitive data, and unlike the mar-
ketplace where there are alternatives for many platforms and services, the government is the 
only choice for certain kinds of service, such as identification cards, driver’s licenses, and so on. 
This regulatory asymmetry is indicative that the CCPA may an effort on the part of the California 
Attorney General to grab the power of litigation to ensure payouts to his state over the resi-
dents of other states. Preemption is also important to ensure that if there is litigation against 
internet platforms, that the payouts are enjoyed by all Americans, not just Californians. 
 
Please see earlier responses which address this question. 
 
Sen. Booker: The specific wording of a proposed preemption provision will invite considerable 
debate in Congress and, ultimately, will still require courts to interpret and clarify the provi-
sion’s scope. The preemption language in, for example, the amendments to the Fair Credit Re-
porting Act was included as part of a heavily negotiated process in which consumers received 
a package of new rights in exchange for certain preemption provisions.33  Rather than center-
ing the federal privacy bill debate on the existence of a preemption provision, shouldn’t our 
starting point be: “Preemption in exchange for what?” In other words, what basic consumer 
protections should industry stakeholders be willing to provide in exchange for preemption? 
Do the requirements of the California Consumer Privacy Act represent a good floor for negoti-
ating preemption? Should the Federal Trade Commission have notice-and-comment rulemak-
ing authority to aid in the statute’s interpretation and to clarify which types of state laws are 
preempted? Or, alternatively, is case-by-case adjudication of multiple state privacy laws pref-
erable? Would rulemaking authority obviate the need for Congress to solve each and every 
preemption issue in drafting the text? 
 
Layton:  
The interstate commerce and supremacy clauses of the Constitution are clear, and a federal 
policy of preemption is supported amply by case law. This need not invite debate and judicial 
challenge. However, the reality is that self-interested litigators challenge Constitutionally sup-
ported legislation, but this is not an excuse to avoid the proper policy preemption. Moreover 
this is no reason to reward the FTC with additional rulemaking powers. The FTC’s existing abil-
ity to prosecute deceptive acts is sufficient, albeit with an increased budget for enforcement 
and the ability to level civil penalties for violation.  
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